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A New View Through Alberti’s Window

Maarten W. A. Wijntjes
Delft University of Technology

In his famous treatise on perspective, Alberti compared picture perception with looking through a
window. Although Alberti himself was more concerned with picture production than perception, the
window metaphor is still widely used to describe picture perception. By performing depth perception
experiments, we investigated whether Alberti’s hypothesis makes sense in a geometrical fashion. If
pictures are regarded as windows, the locus of objects with equal depth should be similar for pictorial and
real space—ideally, spherical. Furthermore, if the loci of equidistance are indeed similar for real and
pictorial space, their difference should be flat. We designed two experiments to investigate this claim. In
the first experiment, a pairwise depth comparison task was used to compute the global perceived depth
structure of a complex scene. We found that perception of the real space is more accurate and less
ambiguous than pictorial space. More interestingly, we found that the relative differences between these
two spaces (locus of relative equidistance) are curved, which contradicts the window hypothesis. In the
second experiment, we wanted to measure the absolute locus of equidistance that we believed was
diagnostic for the difference between real and pictorial space perception. We found that under normal
circumstances, the distribution of equally perceived depths is curved in real space, and relatively flat in
pictorial space. However, we also found exceptions. For example, viewing real space with one eye
yielded similar results as normal pictorial space perception. We conclude that Alberti’s hypothesis needs

© 2014 American Psychological Association
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a revision.
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The relation between pictures and reality has been intriguing art
historians, philosophers, psychologists, and, inevitably, artists
themselves. The fundamental difference between pictures and re-
ality is that there is only one version of reality, while there are
many ways to depict it. Some styles, like those used in ancient
Egypt, are highly symbolic and bare little resemblance with (op-
tical) reality, whereas others, such as the Pompeian murals (and
later Renaissance art), are more optically oriented. Both optical
and symbolic styles can be found throughout art history and are
omnipresent in our contemporary daily life. The question arises
whether there is an underlying mechanism that explains the per-
ception of both these pictorial extremes. Two simple solutions
would be that all pictorial styles are visually processed as being
either symbolic (e.g., Kepes, 1995) or optical (e.g., Gibson, 1954).
Gibson (1971) himself came to disprove both his own optical
hypothesis as well as the symbolic hypothesis. He reasoned that a
picture can be visually interpreted because pictures contain the
same optical information for an observer as reality does; the
invariants of visual perception are present in both pictures and
reality. The validity of this view depends on how “information”
and “invariance” are understood. The invariance of a face may be
the spatial configuration of facial features. Depictions of faces
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often comply with this invariance, but there are famous excep-
tions—such as Picasso paintings—that do not prevent us from
perceiving the strokes of paint as faces.

For an empirical account on the difference between pictures and
reality, we need to operationalize the question, that is, frame it into
an experimental task. There are many qualities of a percept that are
worth investigating and that can be used to describe the difference
between reality and pictures. In this study, we consider depth
perception. In reality, we always perceive depth, and in pictures,
although they are physically flat, we generally perceive depth
depending on the depicted scene. In both reality and in pictures,
depth is a quality in the sense that it is not directly available to the
brain. Depth is added to the two-dimensional retinal signal. It
could be that the process of conscious depth formation is different
when viewing reality as opposed to a picture.

There is not much literature that addresses this issue. Direct
comparisons between real and pictorial space are rare. For exam-
ple, Hecht, van Doorn, and Koenderink (1999) measured perceived
angles in construction works in reality and in photographs. They
found a compression of space with respect to veridicality, but
similar results between reality and photographs. These, and other
findings made Cutting (2003), in a review on this topic, conclude
that “perceiving photographic space [is] like perceiving environ-
mental space” (p. 216). A substantial gap in the current literature
on visual space perception is that there are no data that describe the
global depth structure. Most studies focus on single points in either
real or pictorial space but do not analyze across the various loci of
the visual field. Haber (1985) indicated that an exception on this
locally oriented research comes from the imagery literature, in
which Multi-Dimensional Scaling (MDS) techniques are used to
quantify the global structure of perceived layout (e.g., Kosslyn,
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Pick, & Fariello, 1974). However, these studies focus on the
view-independent layout (top view) of a scene, which is related to,
but different from, visual depth perception. In a typical MDS
analysis, the distances between locations (or stimuli) serve as
input. These pairwise distances can only be positive. However, for
depth perception, the pairwise depths can be either positive or
negative, depending on which object is in front.

The geometry of a visual scene can be split up in shape and
space. 3D shape has been studied thoroughly—it is concerned with
pictorial relief of single objects (e.g., Koenderink, van Doorn, &
Kappers, 1992; Todd, 2004). Reconstructing the pictorial relief
from individual attitude settings is essentially a global approach. In
contrast to 3D shape, the spatial relations between objects in a
visual scene have only recently been investigated in a global
fashion. In these studies, pairwise depth comparisons were mea-
sured by either a pointing task (Wagemans, Van Doorn, & Koen-
derink, 2011a; Wijntjes & Pont, 2010), a relative size task (Wage-
mans, Van Doorn, & Koenderink, 2011b), or a depth discrimination
task (Van Doorn, Koenderink, & Wagemans, 2011). In the recon-
struction algorithms that were developed alongside these new
experimental tasks, the question emerged whether to include the
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eye of the observer in the geometry. Wagemans et al. (2011a) used
an orthographic projection system to reconstruct depth, but
Wijntjes and Pont (2010) used perspective, in which the virtual
observer was positioned at the center of projection. The latter
method essentially treads the picture as a “window through which
I see what I want to paint” (Alberti, 1435/1970, emphasis added).
The geometry of this Albertian inspired picture-as-a-window hy-
pothesis is illustrated in Figure 1A. The orthographic method used
by Wagemans et al. (2011a) neglects the position of the observer.
This makes sense in a formal way, because the observer cannot
physically enter the (virtual) pictorial space. Presence of the ob-
server is a major difference between real and pictorial space.
Although not physically present, if the observer regards a picture
as a window, he may be present in a geometrical fashion that is
indistinguishable from real space. His presence can be detected by
measuring the shape of the locus of equidistance, a concept we
introduce here. The locus of equidistance is the surface of all
points that have equal depth. This concept is comparable with the
horopter but has nothing to do with stereo disparities, only with
perceived depth. If the shape of the locus of equidistance is curved
(ideally, spherical), then we could say that the observer is “pres-
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Figure 1. Graphical representation of the hypotheses under investigation. (A) The geometry that is implied by
Alberti’s window hypothesis. (B) The geometry of an absent observer. (C) Subtracting two spaces of identical
structure results in a flat locus of relative equidistance. (D) Subtracting a hypothetical spherical real space from
a hypothetical flat pictorial space results in a curved locus of relative equidistance.
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ent,” his (virtual) location being the center of the curvature as
Figure 1A. This finding would support that picture perception
follows Alberti’s window hypothesis. However, if the locus of
equidistance is flat, we could argue that the observer is absent (or
very far away), as illustrated in Figure 1B. We investigated which
of these two hypotheses best describes the difference between real
and pictorial space. We deliberately use the terms “real space” and
“pictorial space” to accentuate the possibility that these spaces
may be categorically distinct, that is, having different geometries
(Koenderink & van Doorn, 2008). An alternative to this categori-
zation is to speak explicitly in terms of informational differences
(depth cues) between the two viewing modes. Visual space would
be a “full cue” stimulus, whereas pictorial space would be a
reduced cue stimulus. This would make sense if we a priori have
computational reasons that the informational differences (like ste-
reo information) result in the distinction between an Albertian
viewing mode and an “absent observer” mode as shown in Figures
1A and B. However, to our knowledge, there are no a priori
reasons for this prediction. Therefore, for now, we will maintain
our real and pictorial space distinction.

Returning to our overview of recently developed depth percep-
tion methods (Van Doorn et al., 2011; Wagemans et al., 2011a,
2011b; Wijntjes & Pont, 2010): All studies use pairwise depth
estimates that are integrated into a global depth structure. Further-
more, all studies used a probe (either a 3D arrow or a simple disk)
that was shown in pictorial space, on a computer screen. It is easy
to see that some of these tasks are more difficult to implement into
a “reality” experiment than others. The pairwise depth comparison
task used in the first experiment of this research only requires the
rendering of two static dots in the scene, which is fairly easy to
work out technically. With this method we are able to do basic
performance analysis (like interobserver similarity and veridical-
ity), but it can also be used to quantify the shape of the relative
equidistance locus. To directly measure the equidistant locus, one
would ideally adjust the distance of all objects in a scene until
they appear at equal distance. This is generally not preferable
because it destroys the structure of the scene. If we want to keep
the structure of the scene intact and want to measure the
difference between different presentation modes (e.g., pictorial
or real), we can measure the relative equidistant locus by analyz-
ing the difference between the two depth structures. By subtracting
two depth structures, we essentially nullify the individual depth
differences between the objects. This procedure is illustrated in
Figure 1C and D. If the relative equidistant locus is flat (Figure
1C), then pictorial space is similar to real space and Alberti’s
hypothesis holds. If, on the other hand, the relative equidistant
locus is curved (Figure 1C), then real and pictorial space are
different, which could indicate that the pictorial locus of equidis-
tance is flat, refuting Alberti’s hypothesis.

The reason that we a priori doubt the picture-as-a-window
hypothesis is that a picture is, in many respects, different from a
window. What we see through a window often drastically changes
when we change our viewpoint, whereas a picture is relatively
invariant with respect to viewpoint changes. Furthermore, candi-
date images that, in principle, could serve as a window when the
observer is in the correct viewing position are only those that are
drawn or shot using linear perspective. Artists and graphic design-
ers have invented many more drawings systems (White, 1987;
Willats, 1997) that do not comply to linear perspective rules but

nevertheless effectively depict depth. Thus, in daily life, we see
many different styles of pictorial spaces under a large variety of
viewing conditions. It seems likely that the human visual system
does not have specialized strategies for each of these spaces and
viewing circumstances, but rather has a general strategy that may
be rooted in visual perception of reality but avoids computational
problems associated with Alberti’s window. One alternative could
be “the-observer-is-absent,” as depicted in Figure 1B.

In the first experiment, we used the pairwise depth comparison
method to quantify the difference between real and pictorial space.
The analysis of the relative equidistance loci gave considerable
evidence that there is indeed a systematic difference between
reality and virtuality. To investigate whether this effect was robust,
we designed a second experiment in which we used a rather
different scene. We also used a different method, one with which
we could directly probe the shape of the absolute equidistance
locus.

Experiment 1

In the first experiment, we used the pairwise depth comparison
task to quantify several geometric properties of depth perception.
We quantified the similarity of perceived depth orders, the internal
consistency, and the veridicality. We also analyzed the relative
equidistance loci.

Method

Participants. In total, 40 observers participated in this exper-
iment. Ten observers performed the experiment in three condi-
tions; the other observers participated in a single condition. This
will be clarified in the Experimental Design section. All observers
had normal or corrected-to-normal vision.

Stimulus and apparatus. The stimulus was an installation
located in a lab space. It was built by the author, who collected
various objects and positioned them with the intention to create a
complex 3D scene. The installation was photographed with a
Canon 5D Mark II (sensor size: 36 mm X 24 mm) using a focal
distance of 24 mm. Therefore, the perspectively correct ratio of
viewing distance divided by screen width is two thirds, that is, a
horizontal visual angle of 74°. The pictures were shot at F14 to
minimize defocus effects. A stereo version was shot using a
camera slider and taking a second picture that was shifted 6.5 cm
horizontally, perpendicular to the optical axis. The optical axes of
the stereo pair were parallel.

Initially, distances of 110 locations in the scene were measured
using a DISTO 500 laser distance meter. From this set, a (com-
puterized) random selection was made to optimize homogeneity in
the picture plane within a relatively small distance interval. The
final set consisted of 20 sample points (see Figure 2) that varied
between 2.512 m and 3.663 m in distance.

The stimulus was viewed either in reality or in pictorial space.
The pictorial space conditions were tested on two screen sizes. The
small screen was a Wheatstone stereo setup with two LaCie
(Electron22BluelV) CRT monitors. Resolution for this screen was
set at 1600 X 1200 pixels. Viewing distance was 66 cm and screen
width was 40 cm, resulting in a 34° horizontal field of view. This
angle is about twice as small as the perspectively correct viewing
angle. Observers were presented with either a similar pair of
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Figure 2. The spatial installation. The 20 sampling points are depicted by
the dots.

pictures (the binocular condition) or a stereoscopic pair (the ste-
reoscopic condition). The other screen was a Panasonic plasma TV
(TX-P65VT30) on which the stimulus could be presented with a
width of 129 cm. Viewing distance with respect to this screen was
86 cm, resulting in the perspectively correct horizontal field of
view of 74°. This screen was either viewed with one eye (the
monocular condition) or with two eyes (the binocular condition).
Note that, similar to the viewing conditions for the small screen,
the term binocular refers to viewing with two eyes, without ste-
reoscopic information.

Experimental design. All conditions and observer groups are
shown in Table 1. The 10 observers of Group A participated (all in
fixed order) in the binocular small screen, stereoscopic small
screen, and real condition, respectively. The other groups only
participated in a single condition. Group D was essentially similar
to the last condition of Group A and was used to check if the
results of Group A were influenced by some kind of experience/
learning effect. The condition names are found in Table 1 but will
also be referred to by the group name, with Conditions Al to A3
referring to the three conditions performed by Group A. For
example Condition A3 refers to the “real stereo” condition.

The choice of the various conditions deserves some clarifica-
tion. A basic comparison between real and pictorial space is given
by Conditions C and D. They are the most common and natural
circumstances under which humans view real and pictorial spaces.
A major difference between these conditions is stereo information.
In Condition D, the stereo information correlates with the 3D
geometry of the scene, whereas in Group C, the stereo information
correlates with the flatness of the screen. Possible differences

Table 1
Overview of Participant Groups and Experimental Conditions

could be caused by either of these stereo cues, which is the
rationale behind the other conditions. In Condition B, observers
viewed the screen with one eye, which effectively removes the
flatness information of the screen. This could result in observers
being less aware of the screen and thus resembled the real condi-
tion more than the binocular condition. Because we were unable to
run our code of the pictorial stereo presentation on the large screen,
we had to revert to an existing Wheatstone setup with conventional
small computer screens, which is the rationale behind Conditions
Al and A2. The reason behind Condition A3 is that we initially
wanted a repeated measures design, but later on decided that we
also wanted different groups of observers for the different condi-
tions.
Thus, the basic reason behind the “extra” Conditions A1l through
A3 and Condition B is to reveal the effect of stereo information.
That we now also have a small-screen condition is essentially
“collateral damage,” but as we will see later, it reveals an inter-
esting effect. The reason why we could not experiment with a real
condition in which the viewing angle was similar to the small
screen is lack of space in the experimentation room. The correct
viewing distance in the real condition for the 34° viewing angle
tan(74°)

would be ———— = 5 times larger, that is, the average distance of
tan(34°)

about 3 m would have to be increased to about 15 m.

Procedure. In all conditions, observers were shown two lo-
cations in the scene and asked which location appeared closer. All
possible pairs of the 20 sample locations were measured, resulting
in 190 judgments. In the screen conditions, two dots initially
blinked to attract attention. The observer acknowledged that he
was aware of the two dots by a pressing a key, after which the
blinking stopped and static dots were shown. Then, the observer
used the mouse to select the closest point. The (circular) dots were
7 pixels in diameter. The dots in Figure 2 are about 3.5 times
larger, for clarity of presentation.

In the real conditions, observers were seated in front of the
installation with their cyclopean eye at the same location from
which the photo was taken. Observers were led into the room.
They were not explicitly encouraged or discouraged to view the
experimental setup, but the setup was visible. The experimenter
walked them to the chair. They came from behind the original
camera position, so they did not approach the installation closer
than their designated viewing position. Viewing angles were not
limited to the installation: Observers could also see the surround-
ing. The experimenter stood behind the observer and controlled
two laser pointers that were attached to tripods. On a laptop screen
(invisible to the observer), the experimenter could see where to
point the lasers. The observers responded verbally concerning
which laser (red or green) pointed to the closest location, which

Group A Group A Group A

Group B Group C Group D

Pictorial small binocular Pictorial small stereo Real stereo

¥ ¥ &

Large screen monocular

7

Large screen binocular Real stereo

% .

Note. The icons are used to denote the conditions in subsequent figures.
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was registered by the experimenter. All experimentation software
was written with PsychToolbox (Brainard, 1997; Pelli, 1997).

Data analysis. From the pairwise depth comparisons, an over-
all depth order was computed. It has previously been proposed that
counting votes (the closest of the pair gets a vote) is a robust
method to compute the best fitting depth order (Van Doorn et al.,
2011). In the Appendix, we show that using a least-squares method
approach yields the same result. Whereas we use this method to
quantify depth perception, it is potentially useful for other pairwise
psychophysical tasks, such as material perception (which is “gloss-
ier,” instead of which is “closer”).

To compute the internal consistency of a single session, the
responses are first transformed into an overall depth order. This
depth order is used as input to construct an “ideal” response set
that follows from that specific depth order. Because the depth
order algorithm allows for points to have the same depth order
value (when they have an equal amount of votes), the “ideal”
response set may contain “undecided” answers that do not occur in
the actual response set. Therefore, these undecided responses were
omitted. For the remaining responses, the ratio of consistent an-
swers was computed. We performed numerical simulations to
quantify the chance level for the consistency measure. Random
depth structures (N = 10,000) were generated together with a set
of random answers. This simulates an observer who is completely
guessing. The consistency computed in this way has a chance level
of 0.64666 (close, but not exactly two thirds).

Next, the depth orders were compared between observers of the
same condition by computing Kendall rank-order correlation co-
efficients. High correlations imply high depth perception similar-
ities between observers. Differently stated, the intersubjective am-
biguity is low for high correlations, and vice versa. To quantify
how well observers performed with respect to veridicality, the
veridical distances were transformed in depth orders, which were
correlated with the perceived depth orders.

To quantify the relative equidistance locus between viewing
conditions, the data were averaged over subjects per viewing
condition. The difference data Az, (see Figure 3 for an explanation)
of each pair of viewing conditions were analyzed. Three types of
models were fitted to the data: zeroth order (straight), first order
(affine), and second order (curved). The straight model is simply
Az = a, (1). The affine model is Az = a, + a;x + a,y (2). It has
been shown that the affine model can account for a significant
amount of variability in depth differences in studies on pictorial

real AW

(oo}

relief (e.g., Koenderink, van Doorn, Kappers, & Todd, 2001). The
second-order model can account for nonlinearities. To understand
the contributions of the horizontal and vertical directions, the
second-order model was split in three models: horizontally curved
Az = ay + ax + a,y + ax® (3); vertically curved Az = a, +
a,x + ayy + a,y* (4); and doubly curved Az = a, + a;x + a,y +
ax*> + azy* (5). An example of the last model fitted to the data is
shown in Figure 3.

To select the best of these five models, the Akaike information
selection criterion was used (Wagenmakers & Farrell, 2004). This
procedure selects the best-explaining model, taking into account
the number of parameters. For example, if the affine model is
selected, the differences between viewing conditions can best be
explained by affine differences as opposed to either zeroth or
second-order terms. The actual (absolute) values of the best-fitting
parameters are meaningless, as we only address depth order.
However, the sign of the best fitting parameters is an important
indicator for the qualitative difference between viewing condi-
tions. Especially, the sign of the nonlinear coefficients are of
interest because they reveal whether the relative equidistance locus
is convex or concave. The signs of the (significantly relevant)
parameters will be graphically presented in the Results section.

Results

The internal consistency is plotted in Figure 4A. For Group A
(see Table 1), the repeated measures ANOVA indicated a signif-
icant main effect, F(2, 18) = 16.819, p < 0.05, n*> = 0.651. Post
hoc pairwise comparisons (Bonferroni corrected) showed that con-
sistency was lower in the binocular condition compared with both
the stereoscopic and real conditions. No difference was found
between these latter two conditions. For Groups B-C-D the (be-
tween observers) ANOVA also showed a significant main effect,
F(2,27) = 11.389, p < 0.05, > = 0.457. Here, post hoc pairwise
comparisons showed that in the real condition, consistency was
higher than both the monocular and binocular condition. Overall,
these results reveal that when stereoscopic information is available
(the stereoscopic and real condition), global depth perception is
more consistent than the monocular and binocular conditions with-
out stereoscopic information.

To assess depth order similarities between observers, Kendall
rank correlations were computed within conditions. In each con-
dition, 10 observer data sets were pair-wise correlated, resulting in

difference

Figure 3. Subtracting the depth orders of different conditions reveals the relative equidistance locus. In this
figure, the data from the real and stereo conditions are shown, projected on the x- and y-axis. The resulting
difference is modeled and for visualization purposes projected along the model.
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Figure 4. Overview of the results in box plot format. The white lines
denote medians, the boxes mark the first and third quartile, and the
whiskers denote the lowest and highest data points. Significant (p < 0.05)
Bonferroni-corrected post hoc tests are indicated by asterisks. (A) The
internal consistency defined by the fraction of answers consistent with the
overall depth order. Conditions are denoted by icons that are explained in
Table 1. (B) Kendall rank correlation coefficients between observers in the
same viewing condition. (C) Kendall rank correlation coefficients between
observers and veridicality.

45 pairs. The repeated measures ANOVA for Group A revealed a
significant main effect, F(2, 88) = 17.022, p < 0.05, 0 = 0.279,
as did the ANOVA for Groups B-C-D, F(2, 132) = 32433, p <
0.05, n* = 0.329. The result is presented in Figure 4B. Overall, the
results are similar to those found in the internal consistency anal-
ysis, except for the stereo condition. Although, no significant
difference was found for the internal consistencies, the depth
orders correlated better in the real condition than in the stereo
condition. Nevertheless, the stereo condition correlates better than
the mono condition.

Furthermore, depth orders were compared with veridicality. The
actual distances were measured with an accurate laser distance
meter. These distances were converted into depth orders. A sig-
nificant main effect was found for Group A, F(2, 18) = 4.890, p <
0.05, n2 = 0.352, as well as for Groups B-C-D, F(2, 27) = 6.267,
p < 0.05,m? = 0.317. In Figure 4C, it can be seen that viewing the
real scene results in better depth perception than viewing the
pictorial scene. Only for the stereoscopic condition, the results are
undecided—it is neither better nor worse than the monocular or
real condition. Viewing the box plot of the stereoscopic condition,
one is tempted to infer that the stereoscopic condition is equal to
the monocular condition and fails to be statistically lower than the
real condition because of the high variance.

Relative equidistance loci. Computing relative equidistance
loci between all viewing condition pairs including the veridical
depth order gives a total of 21 pairs. Figure 5 explains how to
interpret the graphically presented models. For clarity, the condi-
tion comparisons were subdivided by defining three groups: two
pictorial conditions (small and big screen) and the real conditions,
as shown in Figure 6.

A quick glance at Figure 6 shows that, in almost all cases, one
of the second-order models (see Data Analysis for an explanation)
could best explain the relative equidistance loci. Cases in which
the zeroth or first-order model were selected are very specific:
always within a small-screen, big-screen, or reality condition, as
indicated by the dashed square. For the reality condition, this is
hardly surprising, but for the stereoscopic and binocular small-
screen conditions, this is perhaps a surprising finding.

When comparing the small-screen conditions with all other
conditions (Figure 6A), a positive horizontal curvature was present
in all cases. The vertical curvature was found to be less consistent.
The binocular condition showed a negative curvature with respect
to both large-screen conditions. All other comparisons showed a
zero (flat) vertical curvature, except the comparison with veridi-
cality that showed a positive curvature.

The large-screen conditions were compared with the remaining
conditions (Figure 6B). In this case as well, the horizontal curva-
ture was consistently positive (with one exception) and the vertical
curvature was only present when compared with veridicality.
Lastly, the real conditions (Figure 6C) did not show a positive
horizontal curvature with respect to veridicality, although there
was a positive vertical curvature present.

Curvature effects in the vertical direction are mainly absent,
which is possibly caused by the narrower sampling in that direc-
tion (see Figure 2). A positive curvature is only present when
compared with veridicality. In contrast, the horizontal direction
results are very systematic. The way the data are presented in
Figure 6 reveals that there is a certain hierarchy of the curvature
effects with respect to the experimental conditions. To understand
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Figure 5. An explanation of the graphically presented results of the model selection procedure that is presented
in Figure 6. The medium gray horizontal line and the dark gray vertical line together represent the model. In this
example, the relative equidistance locus between the binocular big screen and reality condition was modeled.
The horizontal (medium gray) line is curved and the vertical (dark gray) line is straight, but slanted. This
combination implies that the Akaike model selection criterion was best for Model 3 (see Data Analysis section
of Experiment 1), the horizontally curved model. The “sign” of the horizontal line (i.e., concave) indicates that
objects on the left and right sides are perceived to be closer in reality than in pictorial space. The backward
slanted vertical line means that objects higher up in the visual field appear farther in reality than they do on a

screen.

what the curvatures represent, consider that the theoretical equi-
distance locus is spherical. It follows that a positively curved
difference between two conditions implies that the second condi-
tion is relatively less curved. This means that the equidistance
locus for observers viewing in pictorial space is less curved than
real space. Furthermore, the small screen elicits less positive
curvature than the big screen. These findings indicate that there is
a certain hierarchy of (qualitative) curvature differences regressing
from a spherical locus in reality to a more planar equidistance
locus in the pictorial spaces, depending on screen size. A larger
screen resembles reality better than a small screen. This is visual-
ized in Figure 7.

Discussion

The first finding that deserves attention may appear trivial but is
nevertheless relevant. All data show a sufficient amount of noise to
be useful for the analysis but, at the same time, are by far not
completely random. In a pilot experiment that preceded the exper-
iment presented here, we found that if sampling was too “easy,” all
responses were perfect and ceiling effects prevented performing
any kind of analysis. If a metric method is used, such as a relative
size task, there is always a certain amount of variance that can be
analyzed. But in an ordinal method, chances are rather high to
encounter zero variance if the task is not sufficiently difficult.

The results presented in Figure 4 reveal an interesting role for
the disparity cue. It is to be expected that depth perception be-
comes better when more information is available (Cutting &
Vishton, 1995). But how do we define “better”? If “better” is
understood as being more veridical, then the results presented in
Figure 4C cannot confirm this hypothesis. However, in terms of a
higher internal consistency (Figure 4A) and a higher similarity
between observers (Figure 4B) in depth orders, the disparity cue
indeed makes depth perception “better.” Similar findings have

been reported in a study in which the pointing task was used to
compare space perception in monocular and stereoscopic images
(Wijntjes & Pont, 2010). In that study, the consistency was not
found to be significantly improved by disparity information (al-
though the overall trend was in that direction), but interobserver
correlations did improve for two out of three stereo image stimuli.
Furthermore, viewing from the perspectively correct point of view
did not seem to increase any of the three statistics (consistency,
interobserver correlation, and veridicality) in comparison with the
incorrect viewing positions of the small-screen conditions.

The curved loci of relative equidistance are the most novel and
perhaps most surprising findings of the first experiment. The
window hypothesis implies that the space of the viewer and the
pictorial space are essentially similar, merely separated by a win-
dow. This would mean that the equidistant loci are similar for real
and pictorial space (a flat relative equidistance locus), which is
clearly not in line with the current findings. Instead, a hierarchy of
equidistance loci has been found that asks for a revision of Alber-
ti’s window. A hypothesis diametrically opposed to Alberti’s win-
dow is that “the eye is not in pictorial space” (Koenderink & van
Doorn, 2008; Wagemans et al., 2011b), or as we put it in the
instruction, “the-observer-is-absent.” In reality, the observer is
located in the same space as the perceived objects. This location is
probably used to relate distances to. In the case of looking at
images, the observer is in a real space, whereas the objects are in
a pictorial space. Hence, “the eye is not in pictorial space.” This
formulation clearly describes the inherent difference between real
and pictorial space, and we can use it to conceive three hypotheses
concerning how the observer might solve this problem. First, the
observer may simply use his physical location with respect to the
screen and infer depths from there. This is basically Alberti’s
hypothesis. Second, he uses an imagined location with respect to
the screen. This may be useful when he is in the incorrect viewing
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Figure 6. Geometric differences between all conditions, presented in table form. The elements denote the depth
orders in the left column minus the depths orders in the top row. The dark gray vertical line shows the qualitative
fit in the y-direction and the medium gray horizontal line in the x-direction. The bold font denotes the condition
group that was compared with the other condition groups (regular fonts). The dashed frames denote comparisons
within screen size/reality conditions.
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position and can correct for that by imagining himself in the solved the problem completely. The implications for the global
correct viewing position. Looking from perspectively incorrect depth structure have not been investigated. This second hypothesis
viewpoints without experiencing any severe perceptual conse- of an imagined (instead of physical) viewpoint is still Alberti-
quences is sometimes called La Gournerie’s paradox. Literature on like—it regards the picture as a window. The third hypothesis is
this topic is mainly focused on single shapes (e.g., Cutting, 1987; that the observer uses a view-independent strategy. In this case,
Vishwanath, Girshick, & Banks, 2005) and does not seem to have objects with similar depths are organized in flat planes that are
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Figure 7. Visualization of the hierarchical structure of the equidistant loci. Note that the data only show this
trend in the horizontal direction.
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parallel to the picture plane (possibly up to an affine transforma-
tion, but certainly no nonlinear transformations). No physical of
imagined location of the “eye” is involved here—it is only picto-
rial space. To investigate this issue further, we designed a second
experiment. We wanted to see if the (absolute) locus of equidis-
tance is flat in pictorial space (as suggested by the third hypoth-
esis) and investigate the effect of viewing the picture from the
incorrect viewing position.

Experiment 2

The goal of this experiment was to get direct access to the shape
of the absolute locus of equidistance, instead of relative loci of
equidistance, between viewing conditions. To increase the gener-
alizability of our findings, we also wanted to use a different kind
of scene. To directly measure the shape of the locus of equidis-
tance, we built a dense scene of hand-sized objects, distributed on
a table. We designated one object in the middle as the reference
object and asked the observer, for all other objects, whether they
were closer of further away than the reference object. This results
in a segmentation defined by the locus of equidistance.

For practical reasons, we designed a configuration of objects
that predominantly varied in the horizontal plane. Therefore, we
also only analyzed the curvature in the x-direction. Furthermore,
we added another condition: oblique viewing. In the real world, a
rotation of the viewer should result in a similar rotation of the
locus of equidistance. However, if the viewer changes its position
with respect to the screen, the scene content does not rotate along
with the viewer. We reasoned that if the observers regards a picture
as a window, that the locus of equidistance should rotate along
with the viewer position.

Method

Participants. A total of 30 observes participated in this study,
five per condition. All had normal or corrected-to-normal vision.

Stimulus and apparatus. The stimulus was a collection of
small (approximately hand-sized) objects placed in a table. The
table was covered with photo studio background paper. The ob-
jects were quasi-randomly placed such that objects were generally
not completely occluded by other objects. The stimulus is shown
in Figure 8. As can be seen in the top view, the standard object (the
carrot) to which all other objects were compared is located in the
middle. The photo was taken with the same camera as Experiment

1, using similar focal distance settings (24 mm). In the virtual
conditions, observers viewed the similar screen as used in Exper-
iment 1. However, the settings were a little different. Due to
so-called overscan settings, a TV, by default, uses only part of the
available pixels to display a computer image. During the prepara-
tion of the second experiment, we changed these settings, which
resulted in a total image width of 144 cm, instead of 129 cm used
in Experiment 1. Observer distance was scaled accordingly, that
is, to 94 cm instead of the 86 cm in the first experiment. In both
the real and pictorial conditions, observers used a chin rest. The
veridical distances were again measured with a laser distance
meter. Because the instruction in this experiment was to com-
pare the average positions of the objects (this turned out to be
more intuitive than the surface locations on which the laser
pointed), we measured the average positions. This was done by
pointing the laser to a small target surface that we held above
the middle of all objects.

Experimental design. Observers performed the experiment in
either of six viewing conditions of a 2 X 3 design. The first factor
was real or pictorial presentation. The second factor was monoc-
ular orthogonal, binocular orthogonal, and binocular oblique. The
first two of these conditions are basically similar to those used in
Experiment 1, although in this experiment we added the monocular
real condition. Binocular in the pictorial condition implies viewing
the monocular picture with two eyes, whereas in the real condition,
this implies stereo information. The new condition in the second
experiment was oblique viewing. In this condition, the observer
position was shifted 20° to the left with respect to the setup.
Distance between the observer and the standard object (the carrot)
was kept constant. It should be noted that the picture was kept
similar, that is, no new picture was taken from the oblique view-
point. This means that in the pictorial condition, the observers
were not in the perspectively correct viewpoint.

Procedure. A curtain hung in front of the stimulus so that no
observer saw the actual setup before the start of the experiment. In
the real condition, observers were led to the designated position.
After the instructions and after the observers had put their chin in
the chin rest, the curtain was removed. Observers were instructed
“to say whether these [indicated] objects are further or closer away
from you than the carrot.” Sixty-two objects were subsequently
pointed at in random order by a laser pointer in the real conditions
and a red dot in the pictorial conditions.

Figure 8. 'The photo of the stimulus that was used in the experiment (left), and the top view of the stimulus
(right).



gical Association or one of its allied publishers.

This document is copyrighted by the American Psycholo
This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.

10 WIINTIJES

Data analysis. To quantify the shape of the locus of equidis-
tance, we used a second-order polynomial embedded in a logistic
function, which we will shortly explain. A parabola is normally
written as y = a,x* + a,x + a,, but can also be written as the
solution of f (x, y) = 0 with f (x, y) = a,x* + a,x + a, — y. Note
that “y” has the same meaning here as “z” in Experiment 1. The
parabola can be used to model the locus of equidistance and
we define that f (x, y) > 0 means further away, and f (x, y) < 0
means closer. As an example, this can be implemented in a
Heaviside step function with H (f [x, y]) = 0 for f (x, y) < 0 and
H (f[x, y]) = 1 for f (x, y) = 0. In principle, this function can be
used to model our data. However, it is discontinuous, which does
not work well for modeling. Therefore, we used a logistic function
that uses an extra parameter o that denotes the slope of the
transition. The modeling function can be written as

1

1+ e(azx2+alx+u0*y)0'

g, y) = ()]

where g is the (mean) response. Examples with different parame-
ters are shown in Figure 9.

Results

First, we will analyze the average data, and second, we will
address individual differences. The average data together with the
best model fit are shown in Figure 10. If we first focus on the
nonoblique conditions, it can be seen that the binocular pictorial
and monocular real condition both show a relatively flat equidis-
tance locus, whereas the monocular pictorial and stereo real con-
dition are more curved. The locus of equidistance for the stereo
real condition are most curved. Furthermore, the oblique condi-
tions show a rotation in the same direction as the change of
viewing position, although this is more evident in the real condi-
tion than in the pictorial condition. As will become clear from the
individual data, there was one observer in the oblique pictorial
condition who was responsible for the rotation of the pictorial data.

Parameters of the model are presented in Figure 11. The error
bars denote confidence intervals attained from the nonlinear fitting
procedure. These parameter values show that the curvatures of the
binocular and oblique pictorial conditions, together with the mon-

ocular real conditions, are close to zero. The nonzero curvature of
the monocular screen condition is considerably lower than the
stereo real condition (a factor of 3) and oblique real condition (a
factor of 2). Furthermore, the rotations (parameter a,) are all close
to zero, except for the oblique real condition.

The individual data show the same trend as the average data but
also reveal substantial individual differences. From the average
data, it appeared that the curvature found in the monocular picto-
rial condition was substantially larger than the binocular pictorial
condition (Figure 11, top). But in the individual data, this differ-
ence appears to vanish. Moreover, the stereoscopic pictorial con-
dition shows a rather large variability. The difference in the real
condition between monocular and stereoscopic is similar, as found
in the average data.

Rotation has little effect on the pictorial condition, except for
one observer (first in row in Figure 12A). However, the rotation
had a marked effect in the real condition, similar to that found in
the average data.

Discussion

At first sight, the data give a clear picture. The average data are
mostly in line with the individual data. However, the individual
differences are prominent. Besides the oblique condition, there
was one condition that we did not use in the first experiment,
which was monocular viewing of the real scene. For completeness,
we had incorporated the monocular condition this time. In the first
experiment, we investigated the effect of stereoscopic information
in the small-screen conditions and we did not find differences
concerning the shape of the relative equidistance locus. Therefore,
we did not expect many differences in the real condition. Surpris-
ingly, we did find a rather large difference between the monocular
and stereoscopic real conditions. The curvature of the monocular
real condition is of comparable magnitude as those found in the
pictorial conditions. This implies that closing one eye changes
depth perception from a reality-like into a pictorial-like structure.

The results in the oblique conditions are in line with both the
second (mental view point correction) and third (view independent
strategy) hypotheses we formulated in the end of the discussion of
Experiment 1. Having an oblique (i.e., perspectively wrong) point
of view in the pictorial condition yields similar results as the

Figure 9. Visualization of the logistic function with the embedded parabola. The upright axis denotes the
response g that is modeled by (1). (A) Prediction of pictorial condition: the locus of equidistance is a flat plane.
(B) Straight but sloped; this could happen in the real oblique condition. (C) Prediction of the real condition:
Observers perceive objects of similar distance around a curved (possibly circular) surface. (D) Prediction of the
oblique real condition; both a curvature and a rotation due to the changing viewpoint.
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Figure 10. Average data for all six conditions. Top views of the setup are shown where the disk gray scale
denotes the average response, and the background rendering denotes the best fitting model. The width of the
gradient transition denotes the slope of the logistic function.

orthogonal viewing condition, except for one observer. In the real
condition, the locus of equidistance rotates with the rotated point
of view. This reflects that, in reality, the eye is indeed in the same
space as the objects.

Lastly, it was surprising that about one fifth of the participants
asked the experimenter (the author) how they should interpret the

0.6 {

05

0.4} {

03f
02F $

a, (curvature)

0.3¢ [
0.2¢
0.1 3

a, (rotation)

W N A

o oo (2]
Figure 11. Best-fitting parameters including confidence intervals from
the fitting procedure. Top: curvature parameter a,. Bottom: rotation pa-
rameter a,.

instructions. In the first experiment, only two or three observers
asked the experimenter for clarification. In both cases, they were
not given any additional instructions and were told that they could
interpret it in whatever way they wanted, but were encouraged to
use the same interpretation throughout the experiment. We got the
impression that some observers were indeed asking whether they
should use a flat equidistance measure or a curved one (in our
terminology). This possible cognitive penetration of their percep-
tual behavior is beyond the scope of the current article but should
certainly not go unnoticed.

General Discussion

This study tried to reveal whether there are any geometric
differences in the perception of real and pictorial space. There are
many a priori informational differences between these two viewing
modes. The long, but likely incomplete, list of informational
differences is pixel resolution (limited in pictorial condition);
disparity resolution (thresholds are likely smaller than pixel sizes);
head movements (we used a chin rest in the second experiment, but
this does not completely cancel out motion parallax); framing (in
reality, observers saw more of the surrounding than in the pictorial
condition); accommodation and vergence cues (not present in
pictorial condition); color (screen has a limited color gamut); and
dynamic range (screen has a limited dynamic range). All of these
differences may or may not be of influence to our current findings.
We believe that before investigating the contribution of various
informational resources, it is important to study the generic case.
For most people, the daily visual experience is a mixture between
real space and pictorial spaces such as paintings, posters, and
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Figure 12. (A) Individual data visualization including the best fitting models. (B) Individual curvature
parameters a,. Note that because we used five observers per condition, the whiskers, box sides, and red line all
(by definition) indicate one observer. (C) Individual rotation parameter a,.

electronic displays. In experimental psychology, the motivation
behind using pictures is mostly practical. They are used as a
surrogate for the real-life situation (such as the object recognition
literature). To make results of pictorial experiments generalizable,
it is of vital importance to understand the informational differences
between the two viewing modes. Our study differs from this
because we are not regarding pictorial space as a practical surro-
gate but as an equal ecologically valid viewing condition as reality
itself. The main focus of this study was to understand if the two
generic cases are differently perceived, and while doing so, we
chose to additionally investigate only the most prominent infor-
mational difference between reality and pictorial space: stereo-
scopic information.

In comparing real and pictorial space, the influence of stereo-
scopic information may a priori be twofold. Actual disparity in-
formation is present in reality and may be recreated in pictorial
space by using a pair of stereo images. This would imply that
stereoscopic pictorial space would be more like real space than
monocular/binocular pictorial space. And looking with one eye to
a real scene would make reality more pictorial. The second pos-
sible effect is that when looking with two eyes at a monocular
picture, stereo information tells the observer that he is looking at
a flat display. This implies that looking with two eyes accentuates

the pictorialness of pictorial space, whereas viewing with one eye
may result a more “reality”” kind of experience. In the first exper-
iment, we found that stereoscopic information has a positive effect
on basic perceptual performance (see Figure 4) in the stereo
pictorial condition. But we did not find any performance difference
between looking with one or two eyes at the same picture. In the
locus of equidistance analysis, practically no differences were
found both in the mono/stereo comparison of the small-screen
conditions and the mono/bino comparison of the large-screen
conditions. It could be that differences were simply too small to be
revealed by our analysis, as we did find them in the second
experiment. The curvature parameter of the average data in the
monocular pictorial condition are in the direction of those found in
stereoscopic real space, although this effect seems to vanish in the
individual data analysis. More prominently, looking at reality with
one eye dramatically changes the locus of equidistance to be as flat
as the pictorial conditions. This is in line with the commonly used
trick by artists to close one eye when painting. This may not have
been known to Alberti, but later in history, Da Vinci was quite
clear about this: “Objects in relief, when seen from a short distance
with one eye, look like a perfect picture” (Da Vinci, 2004).

Our findings indicate that Alberti’s hypothesis does not hold.
Perception of spatial structure in pictures is not similar as
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looking through a window (Alberti, 1435/1970; Gombrich,
1960). It should be noted that what Alberti meant with his
window comparison is heavily disputed (Masheck, 1991). It
was probably intended to be a functional account on how linear
perspective works and not originally targeted to explain the
psychology of picture perception. Nevertheless, it is a useful
concept to build a discussion about picture perception. The
issue of whether looking at pictures is similar as looking
through windows has often risen (e.g., Gibson, 1971; Sedgwick,
1980; Wagemans et al., 2011b) but, until now, has never been
experimentally addressed. Our data suggest that we should look
for an alternative theory, which could be “the eye is not in
pictorial space” that we named the (viewpoint independent)
third hypothesis in the discussion of the first experiment. In the
theory outlined by Koenderink and van Doorn (2008), the depth
dimension of pictorial space is an affine line, that is, a Euclid-
ean line without origin. The three dimensionality of pictorial
space P? is a product (officially called a “fiber bundle”) of the
Euclidean picture plane E? and the affine depth dimensions A’
(see Koenderink & van Doorn (2012) for a recent theoretical
account on this topic). The absence of a natural origin, or
viewpoint, implies that objects with similar depths are located
on a (affine) plane parallel to the picture plane. From this
hypothesis, it follows that the equidistance loci in pictorial
space are structured in planes, whereas in real space, they
should be organized in curved surfaces (ideally spheres). Our
results are certainly in this direction, but the theory cannot
explain all of our results.

The difference between viewing pictures and reality appears
too complex to be described by either of the two theories.
Alberti’s window hypothesis predicts no difference between
pictures and reality, whereas the-eye-is-not-in-pictorial-space
hypothesis only predicts categorical differences between pic-
tures and reality, not within real (i.e., one eye vs. two eyes in
Experiment 2) or pictorial (screens size effect in Experiment 1)
conditions. Therefore, we cannot escape the conclusion that
there appears to be a soft boundary between depth perception in
pictures and in reality. Observers seem to use different strate-
gies to infer depth when confronted with different ways of
viewing. Pictorial space becomes more “real” when using a
large display, and reality becomes more “pictorial” when we
close one eye. Making reality pictorial has also been demon-
strated to occur when we view a real scene through a frame. Eby
and Braunstein (1995) framed a real scene that caused observers
to experience a similar depth flattening as is usually found in
pictorial space. The current goal of the display industry is to
make pictorial space more like real space by increasing the
sense of so-called presence (e.g., IJsselsteijn, de Ridder, Free-
man, & Avons, 2000). Imaging systems are designed to con-
vince the observer that he or she is present in the virtual
environment. The feeling of presence is often investigated using
questionnaires (Witmer & Singer, 1998) that probe a mental
awareness, whereas our study takes the idea of presence liter-
ally: We measured whether observers are geometrically present.
The results indicate that the amount of geometrical presence
varies gradually between real and pictorial space. Large dis-
plays increase presence, but more extreme applications like
head-mounted displays may eventually break the final border
between real and pictorial space. Under normal circumstance

and for conventional small screens, posters, and paintings, we
can conclude that Alberti’s window hypothesis does not hold.
To speak with Marina Abramovic: “the artist is present,” but the
observer is absent.
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Appendix

Reconstruction Algorithm

For N sample points z,, we have N(N — 1)/2 pairs {z;, zj}|l-< ;- For
each pair, the observer indicates which point appears closer. We
first assume that this depth difference is metric. From these relative
depth differences, we want to calculate the overall depth, which
can be formulated in a straightforward way,

Mz = Az 2
which stands for
1 -1 0 O 21— 22
1 0 -1 0 --- Z; 21—
1 0 0 -1 --- 2 71— 2
Poob 3 | = (3)
0o 1 -1 0 2y Zp — 23
o 1 0 -1

2

The vector Az contains the observers’ responses. Equation 3
denotes a system of N linear equations of the form Ax = b, which
can be solved in a linear squares fashion by taking the pseudoin-
verse of Matrix A. When using the Moore-Penrose pseudoinverse
method, we get the (perhaps surprisingly simple) solution:

1 N
4= ;]E @z @)

j#i
In prose, this equation means that the depth of a certain point is
equal to the sum of depth differences with all other points. It is

approximate because it is a least-squares solution. Intuitively, this
equation makes sense if you imagine an infinite set of randomly
distributed z;. For each z,, the large set of z; will sum to the same
fixed value for all z,. This fixed value can be set to zero (it is an
irrelevant depth offset), and one gets

1 oL
4= _2 (z)= _2 I=gz.
N2 N
For our purpose, the difference (z; — z;) is a binary response. Let
us denote this response by r;;, for which

(&)

r,-j

_ Lif x; > x;

0ifx;<x;

Furthermore, we set r;; = 1 — r;;. Now Equation 4 can be written
as

s
=2 T (6)
N

This equation means that the depth of a point equals the sum of

the positive responses (or “votes”) that that point is closer that
another point.
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